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Abstract

With looming uncertainties and disruptions in
today’s global supply chains, such as lockdown
measures to contain COVID-19, supply chain resilience
has gained considerable attention recently. While
decision-makers in procurement have emphasized
the importance of traditional risk assessment, its
shortcomings can be complemented by resilience.
However, while most resilience studies are too
qualitative in nature and abstract to inform supplier
decisions, many quantitative resilience studies
frequently rely on complex and impractical operations
research models fed with simulated supplier data. Thus
there is the need for an integrative, intermediate way
for the practical and automated prediction of resilience
with real-world data. We therefore propose a random
forest-based supervised learning method to predict
supplier resilience, outperforming the current human
benchmark evaluation by 139 percent. The model
is trained on both internal ERP data and publicly
available secondary data to help assess suppliers in a
pre-screening step, before deciding which supplier to
select for a specific product. The results of this study
are to be integrated into a software tool developed for
measuring and tracking the total cost of supply chain
resilience from the perspective of purchasing decisions.

1. Introduction

Today’s global supply chains are subject to
increasingly turbulent environments [1]. Their
inherently complex and interdependent nature makes
them highly vulnerable to unexpected disruptions. For
example, sudden events with high economic impact such
as Hurricane Katrina in 2005 [2], the Japanese tsunami
in 2011 [3], and most recently the COVID-19 crisis in
2020 and 2021 [4] caused widespread production halts
and revenue losses.

In order to mitigate the extent of disturbance
induced by such events, numerous companies have

implemented approaches for observing and managing
supply and production risks, such as comprehensive
risk assessments and insurance plans [5]. However,
these approaches have limitations. For example, the
statistical assumptions in risk assessments quickly reach
their limits when considering low-probability events
[6]. Moreover, risk management faces challenges on
how to deal with ontological uncertainties (”unknown
unknowns”) and increasing interdependencies in a
globalized world [7]. Finally, risk management is often
”based on the notion of stability as the ’normal’ state of
affairs” [8].

Resilience aims to complement risk management
by focusing not only on mitigating risks, but also
on building capabilities through targeted investments
[9]. Furthermore, it aids in addressing those disruptive
events, whose probability models are prone to error
and emphasizes the recovery after an unpredictable
disruption has occurred [10]. As resilience has become
a central topic for procurement and supply management,
decision-makers are increasingly looking for ways to
integrate it into their supplier decisions [11]. Research
currently offers two directions for assessing supplier
resilience: On the one hand, most qualitative studies
require deep internal knowledge about the suppliers
[12] and lack performance metrics [13]. These often
include extensive surveys and interviews susceptible
to high levels of subjectivity [3]. On the other
hand, quantitative studies frequently rely on complex
and impractical operations models fed with simulated
supplier data [14, 15, 16], and thus have difficulties
projecting reality. These studies consider disruption
events and the behavior of suppliers during simulated
disruption events (”reactive resilience”). Thus, there
is a gap between qualitative and quantitative research
for quick and accurate supplier resilience assessment, in
which resilience is considered as part of daily business
(”proactive resilience”).

As ISO 9001 requires annual supplier audits,
most companies currently evaluate their suppliers
with high manual effort in semi-annual or annual
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periods retrospectively [17]. Meanwhile, procurement
professionals have an abundance of data at their
fingertips: in-house ERP systems containing supplier
information, historical orders, and delivery data
as well as a plethora of external data sources
regarding (disruption) events. However, they are often
overwhelmed on how to employ this data to foster
adequate decision-making. Thus, they are in need of
a practical and fast solution that guides them on how
resilient a supplier is and will be in the future. Machine
learning approaches can tackle this challenge and detect
previously unknown relationships in large data sets
well [18]. We therefore conclude that the intelligent
use of this data for the practical operationalization of
resilience to inform supplier decisions is a relevant
topic of investigation, resulting in the following research
question:

RQ: How can the resilience of a supplier be
accurately predicted with the help of primary ERP and
publicly available secondary data?

From a scientific perspective, this study aims to
contribute to closing the gap between qualitative and
quantitative resilience research and simplify resilience
operationalization and prediction. From a practical
perspective, the study aims to make use of easily
accessible data to empower procurement professionals
with an automated supplier resilience assessment
solution to intelligently and proactively inform supplier
decisions.

In the following sections, related work to resilience
and especially its operationalization is presented.
Afterwards, the methodology including data preparation
and model development are described. The results are
presented, benchmarked against the current approach,
and discussed, before we summarize and conclude our
study with a future outlook.

2. Related Work

2.1. Supply Risks and Uncertainty

Supply chain risks and uncertainty can cause events
that disrupt the flow of material and goods in the
supply chain [19, 20]. While some use both concepts
interchangeably, a clear distinction is needed [9].

Supply chain risks have been studied since 1980
to assess the expected costs for a supply chain failure
[20]. Through risk assessment, events such as data
loss or natural disasters are associated with a concrete
probability of occurring and the expected economic
impact [21, 22]. To calculate the probability distribution
of a risk, historical data or expert knowledge can be used
[23, 24].

Uncertainty, on the flip side, entails unpredictable
events such as a pandemic or a tsunami [25], that
have not been encountered yet or that fall outside past
experience [9]. Traditional risk assessment approaches
have difficulties portraying this uncertainty, as they
lack historical information and thus cannot predict the
impact of control actions [26]. Events like the Japanese
tsunami, with high impact and low probability (HI/LP),
are driven by uncertainty and require decision-makers
to design supply chains that withstand unplanned
disruptions [9]. To complement risk assessment
and enable handling of HI/LP-events, companies can
leverage solutions to build and track resilience [6].

2.2. Resilience

The term resilience can be found in many different
disciplines (e.g., psychology and biology), however the
focus of this study lies on resilience of companies
within their supply chains. One of the most accepted
definitions is by Fiksel (2006), who defines resilience as
“the capacity of an enterprise to survive, adapt and grow
in the face of turbulent change” [8]. Complementary
to traditional risk management [6], resilience allows
companies to cope with uncertain environments filled
with HI/LP events [10]. Resilience may be perceived
from two perspectives: proactive and reactive. Proactive
resilience follows a business continuity narrative [3] and
aims to keep company performance as high as possible
at all times, agnostic to specific disruption events
[27]. In contrast, reactive resilience focuses on disaster
management by suggesting case-by-case strategies for
quickly and effectively recovering after disruptions [28].
While reactive resilience is more idiosyncratic towards
individual cases, it is not suited for a usage on daily basis
[29].

However, resilience is still an abstract term difficult
to grasp to many researchers and practitioners alike
[13]. Thus, in order to operationalize it, authors have
proposed single metrics [30, 31, 32, 33], compared
multiple metrics [4, 34, 35] and created indices to
aggregate various correlated metrics [3, 14, 36, 37, 38].

In general, resilience metrics in literature are
often based on company performance in terms of
economic output. Performance metrics take into account
disruption severity and recovery time [36] and measure
the impact of disruptions on a company’s performance
[10, 33]. Furthermore, authors have proposed various
measurements for performance-based resilience, like
lead time deviation [30, 32], on-time delivery [4, 16,
33, 39], sales volume [40] or expected availability [31].
As decision-makers are interested not only in resilience
but also in the economic impact of their actions, many
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models additionally include cost metrics [30, 31, 32,
33].

Aside single metric approaches, authors also built
models with multiple values to measure resilience.
For example, Ivanov (2020) predicted the impacts of
epidemic outbreaks and compared production-inventory
dynamics, estimated lead time service level, financial
performance and lead-time performance [4]. Analyzing
eleven indicators, Cardoso et al. (2015) suggest
network design indicators for active planning of resilient
supply chain and centralization indicators for reporting
the dynamics of the network [34]. Three robustness
measure and one recoverability measure are proposed by
Li et al. (2020), who argue that decision-makers should
focus on key characteristics of the supply chain [35].

Composite indices based on linear models are suited
for supply chain resilience, as long as performance
indicators are without synergy and conflict effects [36].
The SCRAM-Tool developed by Pettit et al. (2013)
can be used to measure the supply chain resilience of
a company, aggregating the resilience gaps proposed
by Pettit et al. (2010) [3, 6]. Using a Bayesian
network approach, Hosseini & Ivanov (2019) combine
vulnerability and recoverability of companies in a
supply network to a resilience index with ripple effect
considerations [14].

According to Sheffi & Rice (2005), resilience is
measured by the performance of suppliers [10]. It
is along with quality and delivery history the most
important factor for supplier selection [41, 42]. While
currently multiple indices exist for measuring supplier
resilience, most companies do not make use of them,
as they are impractical in terms of length and input
effort or extremely case-specific. The go-to solution in
companies nowadays is a subjective supplier evaluation,
where soft factors are intuitively rated on a scale and
averaged to achieve a score. These solutions often lack
speed, objectivity, and accuracy for tracking suppliers
and further decision-making. In the literature, we have
not found a speedy and accurate supplier resilience
measurement solution based on real-world data that is
simple to use and requires little manual input. This
study focuses on a practical, rapid, and automated
approach to operationalize resilience for procurement
professionals beyond subjective supplier evaluation.
Therefore, this study measures resilience through the
supplier service indicated by on-time deliveries, as
proposed by Carvalho et al. (2011) and Cavalcante et al.
(2019) [16, 33]. However, their models lack real-world
application by using simulated supplier data based on
assumptions and statistical distributions.

3. Methodology

In order to address the research question, the study
uses a supervised machine learning approach divided in
three phases (Figure 1). The first phase consists of data
collection and exploratory analysis of company-internal
supplier data and complementary secondary data,
aggregated to a feature set of independent variables.
From the order history, a ternary supplier resilience
metric is calculated, which constitutes the dependent
variable. Following the data collection phase, the
second phase includes the development, training and
application of a multi-variable supervised machine
learning model, aiming to predict the resilience of the
current and new suppliers. The final phase is dedicated
to compete the performance of our model against the
current subjective supplier resilience evaluation.

The data for this study is provided from a key
partner within a research consortium from the Swiss
manufacturing industry. With a revenue of 150 million
Swiss Francs, the company is one of the global
leaders for switch gear development as well as control
technology for electrical infrastructure products. Their
purchasing volume of 90 million Swiss Francs is
designated for product groups including raw materials
(i.e., copper and aluminum) as well as electrical
components. In general, the company has not been
strongly affected from the COVID-19 crisis and is
seeking for a simple solution for daily use. A profile
of the case study company is presented in Table 1.

Revenue (2020) CHF 150 million
Purchasing volume CHF 90 million

Number of suppliers 436
% suppliers in Switzerland 66%

% suppliers in Europe (no CH) 32%
% suppliers rest 1%

Table 1. Company profile

While 66 percent of their suppliers are located in
Switzerland, 32 percent are located in Europe (excl. CH)
and 1 percent in the rest of the world.

3.1. Preparing the data

In the first phase, we analyzed the supplier data and
order history data from our partner company. The order
data included a list of all orders made by the purchasing
department over the past 3 years. It contained 27’144
historical entries from 436 unique suppliers.

In a next step, we systematically selected resilience
elements from literature, which could be represented
by quantitative metrics. To achieve generalization and
application of our model beyond our partner, we agreed
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Figure 1. Proposed method pipeline for predicting supplier resilience.

on three kinds of data within the research consortium:
Data already stored in internal ERP systems by all
the consortium members (e.g., revenue of the supplier,
use of multiple sourcing), data that can automatically
be fetched from external data sources (e.g., currency
volatility and country risk data, such as the one year
volatility [43] and the World Risk Index [44], as
well as subjective evaluations on the supplier, obtained
during negotiation and first contact. The responsible
procurement employees rated the reachability [6, 45, 46,
47, 48], friendliness [6, 48], price in relation to market
price [6, 45], the political stability [6] and flexibility
[6, 45, 46, 47, 49] of the supplier on a four-point Likert
scale. This allows the model to profit from human
expertise and obtain company specific information.

Our aim was to build a set of independent features:

X = {x1, ..., xn}, xi ∈ Rm, (1)

where n is the number of suppliers and m is the
number of features. After merging both the supplier
data set inferred from the order history and the external
data sources, a final data set could be prepared. We
extracted the procurement volume of a supplier [6], if
the delivered product is success-critical [6, 45, 46, 47], if
multiple sourcing for the supplier’s product is available
[6, 45, 46, 47], the supplier’s revenue [6], and the
language of correspondence with the supplier [6, 45,
47]. Additionally, the location of the supplier and the
used currency allowed us to derive the world risk index
[6] and the currency volatility [6] through automated
access to external data sources. Lastly, the company
evaluated the 98 suppliers with highest revenue to the
above listed subjective features. All these features map
resilience elements mentioned in literature, as illustrated
in Table 2.

3.2. Preparing the resilience metric

Let the dependent target variable set be

Y = {y1, ..., yn}, yi ∈ {0, 1, 2}, (2)

where 0 stands for ”not resilient”, 1 stands for ”partially
resilient”, and 2 stands for ”resilient”. Following a
similar approach as [50, 51], we compare the results
to a human benchmark in the final phase and therefore
choose a discrete ternary classification set.

While recent studies suggest to measure resilience
solely according to the service level and fault quantity
[4, 16, 33], we propose the additional penalization of
delays by the severity. High delays of success-critical
products have led to production stops in the past and are
used to assess supplier reliability by numerous studies
[4, 16, 33, 39]. Thus, from the order history, we
extracted the service level in terms of planned and actual
delivery dates per order, such that each for each supplier
i ∈ {1, ..., n} the following sequence can be defined:

Si = {σ(i)
1 , ..., σ

(i)
p(i)} ∈ Z, (3)

where σ
(i)
j is the deviation in days from the agreed

delivery date of the kth delivery from supplier i and
p(i) is the total number of deliveries from a supplier

i. σ(i)
j > 0 implies a late delivery, whereas σ(i)

j < 0
implies an early delivery. We define as the subset of Si
the subset of all non-zero elements:

S±i = {σ(i)
j ∈ Si | ∀j ∈ {1, ..., p(i)}, σ

(i)
j 6= 0}. (4)

The service level of a supplier i can then be calculated
as:

αi = 1− ‖S
±
i ‖
‖Si‖

(5)
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Feature Number set Resilience elements
Procurement volume Z+ Complexity, Capacity [6]
Success-critical product B Collaboration [6, 45, 46], Security [6, 45], Integration [47]
Multiple sourcing B Flexibility in sourcing [6, 46] Adaptability [6],

Robustness, Redundancy [45, 47]
Revenue R+ Financial strength [6]
Currency volatility R+

0 External pressures, Sensitivity [6]
Political stability {0, 1, 2, 3} Turbulence, Security [6]
Reachability {0, 1, 2, 3} Anticipation [6], Visibility [6, 45, 46, 47, 48],

Information sharing [46, 47]
Friendliness {0, 1, 2, 3} Organization [6], Trust [48]
Market price {0, 1, 2, 3} Market position [6, 45], External pressures [6]
German correspondence B Collaboration [6, 45, 47]
Flexibility {0, 1, 2, 3} Flexibility in order fulfillment, Dispersion [6], Agility [45, 46, 47, 49]
World Risk Index [0, 100] Deliberate threats [6]

Table 2. Overview of features of the data set X and associated resilience elements.

Being an element in [0, 1], it includes the quotient
between the cardinality of all non-zero elements and
the cardinality of the total set. This definition of
service level is currently widely used [52]. Therefore
a high number of non-zero elements is penalized,
resulting in low αi, an indication of a low service
level performance. In order to take into account the
extent of delay, we penalize the service level with
the help of the deviation from the agreed delivery
date in days, following Kamalahmadi & Parast (2015)
[53]. Therefore, comparing two suppliers with the same
service level but with different average deviations, the
one with the higher deviation is penalized more heavily.
We define the delay penalty of a supplier i as follows:

βi = 1−
∑

z∈S±
i
|z| −mini

∑
z∈S±

i
|z|

maxi
∑

z∈S±
i
|z| −mini

∑
z∈S±

i
|z|

(6)

It sums the absolute number of deviation days and
normalizes this to a scale [0, 1]. Note that both positive
(late) and negative (early) deviations are penalized.
While late deliveries may result in production halts
and customer dissatisfaction, early deliveries may pose
challenges in terms of storage, shelf life, and early
payment requests. We then multiply the service level
with the delay penalty to arrive at the continuous target
variable:

ỹi = αiβi ∈ [0, 1]. (7)

The company provided us with a supplier evaluation
list, in which the responsible purchasers have rated the
most important existing suppliers with values in the
set YB = {0, 1, 2}. The evaluation is done yearly,
and is based on subjective evaluation and heuristics.

Afterwards, the team takes action on poorly rated
supplier to improve their score in the future. This
evaluation is neither based on hard performance metrics
nor on scientific methods, but rather on ”gut feeling” of
decision-makers. In order to make our target variable yi
directly comparable to the human baseline benchmark,
which includes a ternary subjective evaluation of each
supplier, we transform the continuous variable ỹi into a
discrete one by introducing the thresholds t0 and t1:

yi =

 0 if ỹi < t0
1 if t0 ≤ ỹi < t1
2 if t1 ≤ ỹi

(8)

Internal thresholds that allow variable discretization
are often used (e.g., in credit scoring systems) to
enable easy interpretation of results and justify specific
decisions [54]. The thresholds t0 and t1 were chosen
to match the distribution of the subjective evaluation
and confirmed subsequently in an interview with the
company. This hints to the fact that anyone with a
penalized service level of around 93 percent is highly
reliable, whereas the range from 89 percent to 93 percent
is fairly reliable, and anything under that is considered
”bad performance”.

Due to lacking order history or erroneous order
entries, yi was only available for 75 samples. The
remaining 23 labels were then generated through
Multivariate Imputation through Chained Equations
(MICE), the most common and generalizable imputation
method to make up for missing data [55]. In Figure 2,
the distribution of the service level αi, the delay penalty
βi, and the target variable ỹi is demonstrated.
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Figure 2. The distribution of the service level αi, the

delay penalty βi, and ỹi.

3.3. Developing and training the model

After developing X and Y , we could define the
sequence

M = ((x1, y1), ..., (xn, yn)) (9)

of pairs from X × Y . Our aim was to find a function
f : X → Y , which predicts yi ∈ Y for arbitrary xi ∈ X .
The discrete target variable ỹi allowed us to formulate
this as a classification problem.

The real-world data noise, the low
samples-to-features ratio [56], and the presence of few
categorical features led us to tree-based classification
algorithms that can also be applied to small data
sets. We applied the random forest (RF) algorithm, a
supervised machine learning method, which consists of
a combination of decision trees to provide accurate and
stable predictions, as it frequently outperforms other
classification methods such as logistic regression and
k nearest neighbors [57]. In order to further increase
the robustness of our results, RF was applied within
a bootstrapping framework [58]. One big advantage
of tree-based models is their high resistance against
irrelevant variables, in comparison to neural networks
or kernel methods [49]. During model performance
analysis, we evaluated the inclusion of features by
considering the variable importance, which measured
how effective a feature is at reducing uncertainty in the
model [59].

As the data with a sample size of n = 98,
the distribution of labels revealed highly imbalanced
data, i.e., many samples leaning toward yi = 0 or
yi = 2. This may bias prediction results and have
an effect on how well the model predicts resilience.
Using Synthetic Minority Oversampling Technique
(SMOTE), we balanced the label distribution of classes
by generated samples for the minority classes in order to
reach n = 132 [60].

Since this set was still rather small, results may

suffer from low generalizability. To mitigate this, we
applied a method known as bootstrapping, a resampling
technique, where samples are drawn randomly with
replacement from our data set to build a model. By
repeating this step many times, the distribution of
the results got closer to the real distribution [58].
A summarization of all data manipulation steps are
demonstrated in Table 3. In our case, n = 132 instances
were drawn randomly with replacement from the data
set.

# Description nx ny
1 Cleaned data set 98 75
2 MICE for missing labels 98 98
3 SMOTE for balancing classes 132 132
4 Bootstrapping during training 132 132

Table 3. Steps to augment training set.

In order to prevent the model from overfitting
(i.e., an inherent lack of generalizability), regularization
steps were introduced. We thus implemented a grid
search on hyperparameters such as the number of trees,
the maximum depth of trees, the maximum number
of features, and the maximum number of samples.
Moreover, during training of the model, a k-fold cross
validation was performed, randomly splitting the data
in training and testing sets in each iteration, over which
model performance metrics were averaged.

3.4. Benchmarking the results

In the last phase, we tested whether our model
beats the current supplier evaluation. We therefore
directly benchmarked the ternary predictions against the
subjective supplier assessment by the purchasers, in
terms of accuracy, precision, and recall.

4. Results

We performed a total of 500 bootstrapping iterations,
each time drawing 132 samples with replacement from
the generated data set and performing a 5-fold cross
validation on the data set. Thereby, in each iteration,
we split the samples in five sets. The model is trained on
four sets (80 percent) and tested on the remaining data
(20 percent). Each bootstrapping iteration, consists of
five training and testing phases, so that each of the five
sets is used for testing once. The mean scores over all
bootstrapping iterations of the five cross validation steps
were stored and afterwards evaluated.

First, in order to measure the predictive performance
of our approach, we calculated several metrics on
the testing data sets. For investigating overall model
performance, we first calculated the accuracy of our
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predictions (the percentage of suppliers that were
correctly classified as ”resilient”, ”partially resilient”
or ”not resilient”). We also calculated the precision,
recall, and the AUC (”area under the curve”). The
overall accuracy of our prediction models is 79 percent.
However, high precision values (83 percent), high recall
(70 percent) and high AUC (82 percent) are more
important for evaluating the model.

Figure 3. Variable importance of each feature.

Second, to get a more detailed understanding of
the role of individual variables in predicting supplier
resilience, we investigated the importance of each
variable for the prediction model (see Figure 3).
The term “variable importance” reflects the relative
contribution of each measure to the overall prediction
model. Thus, the higher this value, the higher the
variable’s importance for making accurate predictions.
Figure 3 shows that the variable measuring the
procurement volume and revenue of a supplier is the
most important one for predicting supplier resilience. At
the same time, multiple sourcing and friendliness rank
similarly high. Political stability, currency volatility, and
the World Risk Index are of relatively lower importance.
We elaborate the theoretical implications of these results
in the discussion section.

Last, we benchmarked our results against the
subjective evaluations of purchasers. In terms of Mean
Absolute Percentage Error, our model achieved a 139
percent performance improvement over human baseline
when considering the service level with an accuracy of
79 percent vs. 33 percent, precision of 83 percent vs. 29
percent and recall of 70 percent vs. 29 percent.

5. Discussion

Corroborative with [4, 16, 33, 39], we estimated
the service level for suppliers as a direct indicator for

resilience, as it is key in managing both uncertainties
and unexpected risks. While [61] solely used service
level as the resilience metric, we extended this definition
to include the quality of service by including βi [53].
As managers require performance metrics to monitor
supply chain operations [62] and to understand the
resilience of increasing complex supply networks [31],
we suggest a single metric instead of a metric set.
This is confirmed by the company, as, in their words,
”a KPI overload would lead quickly to overwhelming
purchasers”. Furthermore, as mentioned by [63],
on-time delivery is a suitable KPI to measure and
track security, flexibility, knowledge management, and
collaboration, which are key resilience factors [3, 45,
47]. This implicates that the proposed value is of high
relevance in terms of operationalizing resilience.

As demonstrated in Figure 3, the procurement
volume and revenue were the most decisive factors
in the model. As hard financial metrics, these
determine the size of a supplier and the dependence
of the company toward this supplier, respectively. The
financial dependency on a supplier thus plays a decisive
role in predicting their resilience [6]. In agreement to
the findings of [6, 45, 46, 47], single/multiple sourcing
plays a significant role in estimating the resilience of
the supplier. Most subjective factors (i.e., reachability,
flexibility, market price, political stability) have scored
low importance, apart from friendliness. Thus we
assume that friendliness – an indicator for trust [48]
and organization [6] – is the factor, which can be
best estimated subjectively on a phone call or during a
meeting. Surprising to us was that flexibility played a
relatively low role. This may stem from the human bias
in the decision, as for many the score did not reflect how
suppliers reacted in case of a plan change, but rather how
flexible they ”seemed”.

In general, our model recommends a higher
consideration of the set of features with high importance
(i.e., revenue, multiple sourcing, friendliness, and
procurement volume). The less important factors might
be more relevant when we consider reactive resilience
in the disaster management. Since our data contains
relatively few disruptions, as the company has not been
strongly affected from the COVID-19 crisis, our model
seems to be more suitable for proactive, daily use.
We can thereby categorize the current study into the
proactive resilience research stream. Further efforts
may be made to extend the model for reactive disaster
management cases, especially for those companies that
have been more strongly affected.

Furthermore, country-specific features including the
political stability, currency volatility, and the World
Risk Index played a minor role toward resilience in
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our model, which may be due to the high percentage
of suppliers in Switzerland, a highly politically stable
country. Low-cost country sourcing would offer a
different perspective [42].

Applying machine learning algorithms on real-world
data – often incomplete and underrepresented –
inherently comes with challenges. We have therefore
introduced pre-processing two steps to augment and
improve the data set. MICE is a method to impute
incomplete data by Fully Conditional Specification
(FCS) [55]. Unlike other methods such as Joint
Modeling [64], FCS is the best suited method for our
approach, as it does not require assumptions about the
distribution of missing data, but compares missing data
on a variable-by-variable basis [55].

We observed that the category of suppliers, who
are ”partially resilient”, i.e., neither ”resilient” nor ”not
resilient”, has potential for supplier development and
should be tracked, such that they do not slip into the ”not
resilient” category. As the given label distribution was
inherently imbalanced, we used SMOTE to oversample
this minority class [60]. Due to the lack of sample data,
the undersampling of the majority classes – often used in
literature [65, 66] – would not have been an alternative.
Through the generation of synthetic minority data, our
model can be further generalized ”to carve broader
decision regions” [60].

5.1. Limitations

Naturally, the results of this study come with
limitations and constraints. Many companies from the
manufacturing industry currently struggle with proper
digital documentation, especially in procurement, one
of the major barriers to digitalization (i.e., ”garbage
in garbage out”). Whereas studies like [4, 16, 33]
use purely simulated data, we managed to clean and
augment real-world data, increasing the practicability of
the approach. When comparing the model and feature
set to existing supervised machine learning approaches
to predict resilience (e.g., [14, 16]), however, our model
is one of the first ones that is based on real-world
supplier data. As with all real-world data in the order
history and the supplier evaluation may be incomplete
or erroneously entered manually. Through exploratory
data analysis, these pitfalls have been identified and
considered, such as filtering statistically insignificant
variables and cleaning erroneous entries.

Additionally, the small sample size drove us
to apply resampling techniques and other statistical
approaches. Using techniques like MICE, SMOTE, and
bootstrapping during training allowed us to fill gaps and
increase the sample size. However, these techniques

may come with a few caveats, such as artificial bias.

6. Conclusion and future research

This study presents the first practical, easy-to-use,
and fast supplier resilience prediction model based on
real-world data in the Swiss manufacturing industry.
Through data mining of primary ERP data (supplier
list and order history) as well as publicly available
secondary data and no further insights into the supply
chain, we built and cleaned a data set estimating
the resilience of each supplier through performance.
We augmented and completed the data set through
MICE, SMOTE, and bootstrapping, achieving a model
accuracy score of 79 percent of predicting correctly,
whether a supplier is resilient, partially resilient, or
not resilient. This is coupled with high precision
(83 percent), recall (70 percent) and high AUC (83
percent). The model outperforms the human benchmark
by 139 percent. It is a bridge between quantitative
and qualitative research streams promoting proactive
resilience. It includes a multiplicative performance
metric to penalize service level of suppliers and develop
a simple model, which requires little data for relatively
high performance. With the help of the model’s
prediction, purchasers can automatically pre-assess new
suppliers in the future, when looking to source new
products or switch suppliers, with previously unused
ERP data.

In future research endeavors, the feature set
could be augmented by the additional integration of
more company- and supply-chain specific resilience
elements stemming from external data sources,
such as proprietary risk data, sustainability factors,
and creditworthiness of suppliers. Moreover, the
implementation of APIs to ERP systems would allow
a real-time and seamless transfer of data to further
automate the estimations.
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