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Abstract

Single cell RNA sequencing (scRNA-seq), a form of DNA sequencing technology, has emerged as a powerful tool to examine the gene expression of cells at an individual level and discover new cell subpopulations. With scRNA-seq technology, researchers are now able to isolate and sequence the genetic material of single cells, opening the world of opportunities for cell to cell gene expression analysis compared to previous bulk RNA sequencing techniques. In this study, cell level analysis of scRNA-seq pancreatic cancerous tissue is performed via cell type clustering with scVI and compared to PCA dimension reduction. Cells are then classified as cancerous or noncancerous. Several machine learning methods were tested in addition to the affect of downsampling and feature selection methods. When downsampling the majority class, noncancerous cells, there was a 28.7% increase in f1 score compared to not downsampling. The effect of using the union or intersection of marker genes from cancer cluster A and B as features for the model was tested too, and a 28.7% f1 score increase was observed. In addition to cell level analysis, gene level analysis was performed by identifying the feature important genes for our model. Identified genes were then analyzed by cell type expression and validated through literature. In the process of combining cell level and gene level analysis, this study also aims to address the complexity of scRNA-seq and how to cope with the ultra high dimensionality and inflation of zero values.

1. Introduction

DNA sequencing has become a very popular technique for researchers, with many claiming it has the power to be equivalent to microscope impact in the future (Vrahatis et al., 2020). Single cell RNA sequencing (scRNA-seq), one of the forms of DNA sequencing technology, has emerged as a powerful tool (Vrahatis et al., 2020). scRNA-seq technology allows researchers to isolate and sequence the genetic material of single cells (Haque et al., 2017). This has opened the world of opportunities compared to previous bulk RNA sequencing, as now specific gene expression in specific cell types is able to be examined. The advancements made with single cell transcriptomes en-mass has allowed for identification of cell subpopulations and differential gene expression analysis (Vrahatis et al., 2020). It has already made a huge impact to a multitude of varying research fields, such as development (Semrau et al., 2017), autoimmunity (Gaublomme et al., 2015), and cancer (Patel et al., 2014).

scRNA-seq has a wide range of promising capabilities but also has a numerous number of computational challenges because of its large-scaled generated data. As sequencing costs are ever decreasing, the volume and complexity of the data generated by sequencing technologies continue to increase (Vrahatis et al., 2020). Because of this, major computational challenges have been posed at the cell level, especially dealing with the ultra-high dimensionality of scRNA-seq data. This study focuses on the classification, clustering, and visualization of cell subpopulations in scRNA-seq data of pancreatic ductal adenocarcinoma (PDAC) tissue. The analysis of gene expression and cell subpopulations of single cells in PDAC tissue opens the doorway to understanding the transcriptome in cells at an individual level. This can illuminate their role in cellular functions and how gene expression responds to beneficial or harmful states (Miao et al., 2018).

*Research project conducted during the 2021 Summer STEM Institute.* The Summer STEM Institute (SSI) is a six-week virtual summer program where high school students learn how to design and conduct data science and other computational research projects. To view other SSI distinguished projects, please visit www.summersteminstitution.org.
2. Literature Review

2.1. Bulk RNA sequencing

Until very recently, the majority of biological experiments conducted used bulk cell sequencing, where a pool of cell populations is analyzed (Stege et al., 2015). Many successful and well-established studies have been done involving technologies like microarrays (Auer & Doerge, 2010) and RNA-seq (Gong et al., 2018). However, while these studies have been able to make a commendable significance in the field of biomedicine, bulk-cell measurements can often contain conflicting information between individual cells within these populations that is critical to know. Moreover, when obtaining information from a bulk pool of cells, unique biological properties of an individual cell such as its size, gene expression level, and biomarker expression are hidden. As seen in Figure 1, when looking at gene X, there is no change in expression when performing bulk RNA sequencing because it is obtaining information from a pool of cells. However, with scRNA-seq, the expression of gene X can be analyzed within different cell types and by clustering and read analysis, it can be concluded that expression is affected in cell type b only. Bulk cell sequencing studies are based on the assumption that cells from a given tissue are homogeneous, and thus, these studies are likely to miss out on important cell-to-cell variability that single-cell sequencing is able to provide.

2.2. Classification with scRNA-seq

Computationally, the main challenges of scRNA-seq data can be split into two areas, the cell level and the gene level analysis. In the former analysis, machine learning approaches like classification and clustering are used to assign cell classes and explain cellular heterogeneity. A promising use of scRNA-seq technology is classifying individual cells into pre-specified classes, whether it be cell type, cell-cycle stages, or cell quality. DropLasso, a method that deals with dropout noise and zero inflation of scRNA-seq data, proposed a new loss function based on stochastic gradient approach to classify breast cancer cell subtypes (Khalfaoui & Vert, 2018). Another method of interpreting single cell data is classifying cell cycles and phases. Buettner et al. used cell cycles to correlate with genes to identify the existence of new cell subpopulations in mouse embryonic stem cells, a rapidly cycling type of cell where a great fraction of its variability can be attributed to the cell cycle (Buettner et al., 2015). The authors in another study (Scialdone et al., 2015) developed an algorithm for the prediction of G1, S, or G2M phase using scRNA-seq data and a gene pairwise scoring scheme based on relative expression of gene pairs in a cell. Another way of analyzing scRNA-seq data is through classification of cell quality. In a study by Ilicic et al., the researchers were able to detect low quality cells that could not be identified visually by examining biological and technical features (Ilicic et al., 2016).

2.3. Clustering with scRNA-seq

scRNA-seq datasets are typically large and extremely high dimensional, with hundreds of thousands of genes and cells. A large dataset size ensures that analyses will have more power and capability of detecting hidden cell subpopulations. However, this high dimensionality data also imposes key limitations because of its size and complexity. Because of the low levels of RNA obtained from a single cell, scRNA-seq generally exhibits higher levels of noise and more zero counts than sequencing data from bulk-cell populations (Andreu-Perez et al., 2015). This zero inflation seen in scRNA-seq datasets introduce a numerous number of computational challenges. There are several statistical methods available for imputing zeros (Van Dijk et al., 2018), but they all rely on pre-existing cell to cell or gene to gene correlations to infer the imputed value. Recently, a handful of clustering approaches have been proposed for scRNA-seq data including clustering workflows, dimension reduction approaches, application of well-established clustering tools, and tailored similarity measurements. The software packages Seurat (Macosko et al., 2015), scanpy (Wolf et al., 2018), and SINCERA (Guo et al., 2015) have implemented a full clustering workflow for scRNA-seq data including preprocessing steps like filtering, normalization, and quality control.

2.4. Gene Level Analysis with scRNA-seq

The second pillar of analysis is based on gene expression and includes approaches such as differentially expressed genes and gene expression dynamics. Kharchenko et al. used a noise-tolerant probabilistic model based off of scRNA-seq data to detect differential expression signatures of genes (Kharchenko et al., 2014). A multitude of analysis tools have also been developed for differential gene expression analysis of scRNA-seq including SCDE (Kharchenko et al., 2014), MAST (Finak et al., 2015), scDD (Korthauer et al., 2016), D3E (Delmans & Hemberg, 2016), Monocle2 (Qiu et al., 2017), SINCERA (noa), DEsingle (Miao et al., 2018), and SigEMD (Wang & Nabavi, 2018). In a study by Briggs et al., time series of single-cell transcriptome measurements was used to reveal dynamic features of genes in cell states of frog embryos. The study was able to reveal conserved and divergent features of vertebrate early developmental gene expression programs (Briggs et al., 2018). Another study developed CONICS (COPy-Number analysis In single-Cell RNA-Sequencing), a software tool created for mapping gene expression from scRNA-seq to tumor clones and phylogenies (Müller et al., 2018).
2.5. Purpose
As seen, a multitude of technologies have been made to analyze heterogeneity in cell populations. With the development of scRNA-seq, it has provided researchers a powerful capability to identify cell subpopulations and gene activity at an individual level compared to prior bulk sequencing (Poirion et al., 2016). In this study, not only is the cell level of scRNA-seq pancreatic cancerous tissue analyzed via clustering and classification, but also at the gene level with differential expression and identification of marker genes. In the process of combining cell level and gene level analysis, this study also aims to address the ultra-high dimensionality and complexity of scRNA-seq and how to cope with this curse of dimensionality and zero inflation.

3. Methodology

3.1. Dataset
The scRNA-seq dataset used in this study is from a patient’s primary pancreatic cancer tissue and was collected by the Institute for Computational Medicine at NYU Langone Health (Moncada et al., 2020). The dataset consists of 19738 genes and 20 cell types. It was collected to be combined with a spatial transcriptomics dataset and the overlap of the two datasets’ differentially expressed genes was analyzed to uncover hidden cell types and spatial locations.

3.2. Workflow
First, the scRNA-seq dataset was clustered by the cell transcriptomes’ latent space with scVI. The results from this was compared to PCA dimension reduction, a common technique performed on scRNA-seq to combat ultra-high dimensionality and inflation of zero values. Next, marker genes of the cancerous cell types was identified through differential expression analysis. Using these marker genes, a binary classification model was built to predict if a cell is cancerous or noncancerous. Downsampling the majority class and different subsets of the marker genes as model features were experimented. Then, the most important genes the models uses in its predictions were found and their cell type expression was analyzed.

3.3. Clustering
First, using pre-built functions in scanpy (Wolf et al., 2018), the top 1200 highly variable genes out of the total 19738 were selected by categorizing genes by mean and standard deviation expression of genes. Then, a latent representation of these 1200 genes was created using scVI-tools (Lopez et al., 2018). scVI learns a nonlinear embedding of the cells through a neural network that maps the latent variables to the parameters of the zero-inflated probability (ZINB) distribution. This transforms the data into a low-dimensional latent vector of normal random variables, which helps combat the high dimensionality of scRNA-seq data. This latent representation of the transcriptome of each cell was then inputted into PCA, tSNE, and UMAP to cluster cell types. To compare the results of clustering via scVI latent space, cluster maps were made using PCA and tSNE and UMAP dimension reduction on top of tSNE and UMAP.

3.4. Classification
Due to few data instances of the more obscure cell types, classification of cell types was converted into binary classification, where 1 stood for a cancerous cell (either from the Cancer Clone A cell type or the Cancer Clone B cell type) and 0 stood for noncancerous and encapsulated the rest of the 18 cell types. There was a significant dataset imbalance, with 85% of the data set being noncancerous, leaving only 15% to be labelled 1, cancerous.

Then, through scVI-tools, marker genes were found by look-
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4. Clustering Results

4.1. PCA Dimension Reduction

After reducing the dataset into only the top 1200 highly variable genes, PCA, tSNE, and UMAP models on top of PCA dimension reduction were used to cluster cell types. As seen in Figure 4, PCA on tSNE and PCA on UMAP do much better resolving cell resolutions than just PCA. The cluster groups for PCA on UMAP are much less sparse compared to the clustering of PCA on tSNE. All four of the Ductal cell cluster groups are close to each other. PCA on tSNE works better than PCA on UMAP at resolving cell resolution between Ductal-terminal ductal like, Ductal-MHC Class II, and Ductal-APOL1 high/hypoxic cell types. Cancer clone A and Cancer Clone B cell types also are clustered near each other.

4.2. scVI Latent Space

Instead of using PCA to transform the reduced dataset consisting of only the top 1200 highly variable genes, the latent space of these genes are calculated and inputted into PCA, tSNE, and UMAP models. As shown in Figure 5, the scVI on tSNE and scVI on UMAP do better at clustering than scVI on PCA. A similar trend was seen when doing dimension reduction with PCA. The clustering using scVI on PCA and scVI on tSNE closely resembles the corresponding PCA dimension reduction version. Similar to the trend seen in the PCA dimension reduction clustering, the cluster groups for scVI on UMAP are less sparse than the clustering for scVI on tSNE.

The most drastic change in clustering between using PCA dimension reduction versus scVI latent space is UMAP. PCA on UMAP had very dense clusters whereas with scVI on UMAP, the cell resolution between the different ductal cells improves greatly. The pink (Ductal-terminal ductal like), brown (Ductal-MHC Class II), and red (Ductal-APOL1 high/hypoxic) clusters are now more distinguished and separated from one another than before. The comparisons
between Figure 4 and Figure 5 seems to suggest that using the latent space to cluster cell types improves resolution compared to PCA dimension reduction.

5. Classification Results

Aside from clustering, classification using marker genes from cancer clusters as model features was used to predict if a cell is cancerous or not. The top contributing genes for our model were then identified and its cell type expression was analyzed.

5.1. Gene Feature Selection: A ∪ B or A ∩ B

To predict cancer cell types, the features of the model are from the marker genes of Cancer Clone A and the marker genes of Cancer Clone B. The effect of using the union of the set of marker genes from Cancer Clone A and B versus the effect of using the intersection of marker genes from Cancer Clone A and B was studied. A ∪ B resulted in 156 marker genes as features of the model whereas A ∩ B had 34 genes (Figure 3).

5.2. Data Label Imbalance: Downsampling Vs. No Change

Four different models were implemented: logistic regression, gradient boost, random forest, and support vector machine. The labels for the model were either 1 (15% of the dataset) or 0 (85% of the dataset), cancerous cell type or noncancerous cell type, respectively. The data was split into 80% for cross validation training and 20% for testing. Gridsearch 5-fold cross validation with f1 scoring was used to tune the hyperparameters of all four models using the training set. Two different factors were tested with these settings. One was downsampling the dataset by randomly removing data entries with 0 as the cell type label until the percentage of 0 labels was 59% and the percentage of 1 labels was 41%. The other case was leaving the dataset as is, with 85% of the labels being noncancerous cell type and 15% of the labels being cancerous cell type. While the cross validation dataset was experimented with downsampling, the test dataset was left unchanged, meaning that it still suffered from a big data imbalance, with 323 noncancerous cells and only 63 cancerous cells.

The effects of using A ∪ B or A ∩ B as the model’s feature genes were tested alongside downsampling the majority class or not downsampling. So in total, four different experiments were run: Downsampling Vs. No Change on A ∩ B, Downsampling Vs. No Change on A ∪ B, Downsampling Vs. No Change on A ∪ B, and Downsampling Vs. No Change on A ∩ B.

5.3. Downsampling Vs. No Change on A ∩ B

With gridsearch 5-fold cross validation, the validation f1 scores and error bars were graphed in Figure 6 for all four models. The error bars do not overlap for gradient boost, random forest, and support vector machine. This suggests that downsampling the majority class on the union of marker genes from Cancer Clone A and B gives better scores than not downsampling and appears to be statistically significant. Using the best parameters found via gridsearch 5-fold cross validation, the entire 80% training dataset was fit onto the model and predicted on the 20% test dataset. The bar graph
of the test set f1 scores in Figure 6 show that downsampling the majority class does better than not downsampling, for all four of the models.

Based on the length of the error bars obtained from grid-search cv (Figure 6), the downsampling on logistic regression model and downsampling on random forest seem to have the most variability in f1 scores. While downsampling on random forest seems to perform the best on the cross validation set, the best test score was gotten through downsampling the dataset with a logistic regression model. Here, a f1 score of 0.85 was achieved whereas the downsampling on random forest only achieved a score of 0.61.

As seen in Figure 7, the logistic regression model is able to predict quite well on the test set, despite the big class imbalance of cancerous cells the test set has. The next best test score achieved was using downsampling on support vector machine with a f1 score of 0.75. The SVM model has much less precision in predicting cells as cancerous (Figure 8).

5.4. Downsampling Vs. No Change on A ∪ B

The same process from section 5.3 was applied, except the set of features inputted in the four different type of models was the union (instead of intersection) of marker genes from Cancer Clone A Cluster and Cancer Clone B Cluster.

The error bars do not overlap for any of the four models,
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Figure 7. Confusion matrix and normalized confusion matrix of test set predictions using $A \cap B$, downsampling on logistic regression.

Figure 8. Confusion matrix and normalized confusion matrix of test set predictions using $A \cap B$, downsampling on support vector machine.

Figure 9. Bar graph of the f1 scores retrieved from four different machine learning models when downsampling the majority class versus not downsampling. The models’ features is the union of marker genes from cancer clone A and B ($A \cup B$).

suggesting that downsampling the majority class scores better than not downsampling for gradient boost, random forest, and SVM. Interestingly enough, for the logistic regression models, the nondownsampling dataset scored better than the downsampled class for the cross validation set.

The model, with parameters found via gridsearch 5-fold cv, was then predicted on the test dataset. Downsampling the number of noncancerous cell instances of the dataset performed better for 3 out of the 4 models: logistic regression, gradient boost, and SVM. An interesting note is that
while downsampling on logistic regression performed worse than not downsampling on logistic regression for the cross validation set, the reverse happened for the test set. The top performing models on the cross validation set were downsampling on gradient boost and downsampling on random forest, with f1 scores of 0.925 and 0.929, respectively. For the test set, the best scoring models were downsampling on logistic regression, no change on logistic regression, and downsampling on gradient boost, with f1 scores of 0.66, 0.65, and 0.64, respectively. The logistic regression had the highest variability based on length of the error bars in Figure 9, which may be the reason why this model performs so much better on the test set but so much worse on the cross validation set.

Confusion matrices were made for the top three test set scoring models: downsampling on logistic regression, no change on logistic regression, and downsampling on gradient boost. As seen in Figure 10, Figure 11, and Figure 12, all models suffer from poor precision in predicting a cell as cancerous. Downsampling on logistic regression had the highest cancerous cell class precision score of 0.38 while the other two had scores of 0.35. The downsampling on gradient boost model was able to correctly predict the highest number of cells as cancerous out of the three.

5.5. A ∪ B vs. A ∩ B on the Downsampled Dataset

To predict cancer cell types, the features of the model are from the marker genes of Cancer Clone A and the marker genes of Cancer Clone B. The effect of using the union of the set of marker genes from Cancer Clone A and B versus the effect of using the intersection of marker genes from Cancer Clone A and B was studied. A ∪ B resulted in 156 marker genes as features of the model whereas A ∩ B had 34 genes (Figure 3). The dataset was also balanced with the same method of downsampling from section 5.2 to reduce the number of noncancerous cells. The data was also split into the same 80% for cross validation training and same 20% for testing like previously. Gridsearch 5-fold cross validation with f1 scoring was used to tune the hyperparameters of all four models (logistic regression, gradient boost, random forest, support vector machine) as well.

With gridsearch 5-fold cross validation, the validation f1 scores and error bars from all four models were graphed (Figure 13). Although the error bars for 3 out of the 4 models do not overlap, there is a noticeable trend that taking the A ∩ B as gene features for the model scores better than A ∪ B.

Based on the length of error bars obtained from gridsearch cross validation in Figure 13, A ∪ B on logistic regression has the most variability. The other models with either union or intersection have similar f1 score spreads close to each other.

Using the best parameters found via gridsearch 5-fold cross validation, the entire 80% training dataset was fit onto the model and predicted on 20% test dataset. The bar graph of the test set f1 scores in Figure 13 show that taking the intersection of marker genes from Cancer Clone A and B performs better than taking the union of them. On the test set, gene feature selection by A ∩ B on logistic regression performs the best, with a f1 score of 0.85. The next top performing model is A ∩ B on support vector machine, scoring a f1 score of 0.74. The models and parameters that performed the best are the same ones from section 5.3.

5.6. A ∪ B vs. A ∩ B on the No Change Dataset

Once again, the same process from section 5.5 is run but on the nondownsampled dataset. F1 scores of the cross validation set and error bars are generated for each of the four models. The error bars do not overlap for logistic regression, random forest, and SVM, suggesting that using the intersection of marker genes from cancer cluster A and B on the nondownsampled dataset is statistically significantly better than the union of marker genes from the two clusters.

On the test set, a similar trend is observed. The intersection of marker genes performs better than the union for each model. The best performing model on the test set was using A ∩ B marker genes as features for a logistic regression, where a f1 score of 0.66 was achieved. It is interesting to note that both logistic regression models, whether it be A ∪ B or A ∩ B for features, have very low seen variability (based on the length of error bars in Figure 14) compared to the other models. Both logistic regression models also perform the best on the test set compared to any other model.

Comparing the confusion matrix of A ∩ B on logistic regression in Figure 15 to the confusion matrix of A ∪ B on logistic regression in Figure 16, it seems that the A ∩ B feature logistic regression model can classify true positive cancerous cells better.

Through Figure 17, it can be seen that for each of the 4 experiments- Downsampling Vs. No Change on A ∩ B, Downsampling Vs. No Change on A ∪ B, Downsampling Vs. No Change on A ∩ B, and Downsampling Vs. No Change on A ∪ B- the logistic regression model performs the best on the test set. Overall, between all 16 different settings ran, the top three performing settings were A ∩ B with downsampling on logistic regression (0.85), A ∩ B with downsampling on support vector machine (0.74), and A ∩ B with no downsampling on logistic regression (0.66).

Based on the results, using A ∩ B as the model’s gene features performed better than A ∪ B. The intersection of these genes will give the set of marker genes that are important to the expression of both Cancer Clone A cell type and B cell type. On the other hand, the union contains a set of genes
Figure 10. Confusion matrix and normalized confusion matrix of test set predictions using \( A \cup B \), downsampling on logistic regression.

Figure 11. Confusion matrix and normalized confusion matrix of test set predictions using \( A \cup B \), no downsampling on logistic regression.

Figure 12. Confusion matrix and normalized confusion matrix of test set predictions using \( A \cup B \), downsampling on gradient boost.

important to the expression of A but potentially not B, and vice versa.

Downsampling the majority class label of the dataset also performed better than not changing anything. This behavior can be rationalized because downsampling a heavily class imbalanced dataset helps prevent the model from developing a bias towards the majority class.

5.7. Feature Importance

To determine what specific genes are helping make the models’ predictions the most, feature importance scores were calculated for the downsampled \( A \cap B \) on logistic regression and random forest models.

For logistic regression, the coefficient determined from the
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Figure 13. Bar graph of the f1 scores retrieved from four different machine learning models when using $A \cup B$ versus $A \cap B$ as gene features. The dataset used to train the model is downsampled to combat class imbalance too.

Figure 14. Bar graph of the f1 scores retrieved from four different machine learning models when using $A \cup B$ versus $A \cap B$ as gene features. The dataset used to train the model is not downsampled, and the class imbalance is left in.

Figure 15. Confusion matrix and normalized confusion matrix of test set predictions using $A \cap B$, no downsampling on logistic regression.

model can provide the basis for a crude feature importance score (Brownlee, 2020). Since single cell RNA sequencing data is very heavily zero inflated, it was first dimension reduced with PCA before inputting into any of the models. Hence, any feature importance extracted from the model is based on the PCA components.

In the logistic regression feature importance graph, it can be
seen that PC1, PC2, and PC3 have the largest absolute value coefficients. They have the most importance to the model when predicting a label. Since the first and second principle component are both positive, they are features that predict class 1. On the other hand, since the third component is negative, this feature contributes to predicting class 0.

The feature importance of genes from the random forest model were determined by running the random forest 1000 times. The feature importance of the genes is graphed with a violin plot. In the random forest feature importance graph, it can seen once again that the first three principal components, PC1, PC2, and PC3, have the highest feature importance. They have the most importance on any prediction that comes out of the random forest model. PC11 and PC12 also stand out in Figure 19 as important features for the random forest model.

The fact that the first three principal components for logistic regression and random forest are the ones most important to the model when making a prediction goes hand in hand with the background knowledge of PCA. This is since in PCA, the first component explains the most variation and each successive PCA component explains less and less.

Then, the genes that make up the most of each principal component was analyzed. From analyzing the feature importance from Figure 18 and Figure 19, a table of principle components and their corresponding top contributing gene was constructed. From the collection of genes in Figure 20, the scVI + UMAP graph was colored by gene expression to see which cell types these genes were highly expressed in.

Looking at the colored gene expression, it can be seen that the determined genes do have high expression in the Cancer Clone A and B clusters. Genes KRT17 and S100P have some high expression in the ductal cell clusters too. It is interesting to note that the two genes from PC11 and PC12, PTGS2 and COL17A1, are highly expressed in cancerous cluster A and B and very lowly expressed everywhere.
5.7.1. Results Validation

The “association” between the model’s top contributing genes and pancreatic cancer were validated through literature found by PubMed (https://www.ncbi.nlm.nih.gov/pmc/).

Publications have found that the overexpression of KRT17 results in shorter patient survival (Pan et al., 2020; Zeng et al., 2020). Literature has also shown that the gene regulates the proliferation, migration, and invasion of pancreatic cancer cells (Li et al., 2020; Chen et al., 2020). Another study by Pan et al. reported that KRT17 has the potential to be a novel target for making biomarker-based personalized treatment for PDAC (Pan et al., 2020).

As for the gene S100A4, it is known to be associated with poor clinical outcomes for patients with pancreatic cancer. Jia et al. discovered that when combined with serum CA19.9, it serves as dual prognostic biomarkers for pancreatic cancer (Jia et al., 2019). Another study by Che et al. found that S100A4 is important to the progression of pancreatic cancer in vivo and promotes tumorigenic phenotypes of pancreatic cancer cells (Che et al., 2015).

In literature, analysis of S100P showed high promise in the treatment and diagnosis of pancreatic adenocarcinoma (Chiba et al., 2017; Dakhel et al., 2014). Camara et al. also establishes the potential in using S100P’s small molecule inhibitors for drug candidate development (Camara et al., 2020).

For the gene PTGS2, it is known to be a key factor in inflammation, and its expression is heightened in pancreatic cancer (Wei et al., 2004). High levels of PTGS2 is also associated with poor prognosis of cancer (Ristimäki et al., 2002; Kondo et al., 1999; Masunaga et al., 2000). When combined with the transcription factor SP1 to form a signaling axis, PTGS2 has shown to play an important role in pancreatic cancer (Bennett et al., 2016).

In literature, high COL17A1 expression was also seen to be associated with a poorer overall survival. The gene was found to have important prognostic value and potential as a molecular therapeutic target for PDAC treatment (Mao et al., 2020). When analyzing survival in patients with pancreatic cancer, COL17A1 was also established as one of the important gene expression signatures (Zhang et al., 2020; Wu et al., 2019).

6. Conclusion

In this study, we present a cell level and gene level analysis of pancreatic ductal adenocarcinoma (PDAC) tissue. By using the latent space to cluster cell types, we demonstrated
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Figure 21. A. Clustering of cell types with UMAP on top of scVI latent dimension mapping B. The same cell clustering map from part A but now colored by gene expression. The genes used to color were the top contributing gene for five notable principle components of PCA: PC1, PC2, PC3, PC11, PC12

that this method worked better at resolving cell resolution and is a high performing alternative to PCA dimension reduction. Then, with marker genes determined from cancerous cell types by differential expression, classification models were used to predict cancerous cells. Different settings were experimented to combat data imbalance of the cancerous class and to determine the best set of marker gene features for the models. Downsampling the majority class and using the intersection of marker genes from cancer clone A and B were determined to give the models the best f1 scoring. Because of downsampling, the best performing model, logistic regression, was able to improve from a f1 score of 0.664 to 0.854. By fitting the model to only the intersection of cancer cluster A and B’s marker genes instead of the union, the logistic regression model’s f1 score improved from 0.660 to 0.854. By tracing back the top contributing genes of the classification models’ feature importance, the top genes were then analyzed by cell type expression and validated through literature. This analysis of gene expression and cell subpopulations of PDAC tissue can allow for a more precise understanding of the transcriptome in cells at an individual level. The functions and underlying cellular mechanisms of pancreatic ductal adenocarcinoma are also able to be uncovered. When analyzed for a given patient’s tumor tissue, it can be of prognostic value as well.

7. Future Work
7.1. Clustering Metrics

The results of clustering with PCA or scVI were visually analyzed to determine cell resolution and accuracy of cell sub-
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population identification. A metric could be implemented to quantify the accuracy of the results and would make comparing the two clustering methods more robust.

7.2. Data Imbalance

The best tested method of combating the heavy data imbalance was downsampling the majority class, the number of noncancerous cells. Another method that can be experimented with is upsampling by generating new data, such as with SMOTE (Chawla et al., 2002) or GANs (Goodfellow et al., 2014).

7.3. Spatial Transcriptomics

Supplementary information from my dataset source also included spatial transcriptomics, an emerging field of study that analyzes the spatial architecture and cell location of tissue. A future area of work would be combining and analyzing this spatial transcriptomics data with the single cell RNA sequencing to uncover the structural organization of the tumour.
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